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ABSTRACT
Rapid diagnostic tests (RDTs) provide point-of-care medical diag-
nosis without sophisticated laboratory equipment, making them
especially useful for community health workers (CHWs). Because
the procedure for completing a malaria RDT is error-prone, CHWs
are often asked to carry completed RDTs back to their supervisors.
Doing so makes RDTs susceptible to deterioration and introduces
inefficiencies in the CHWs’ workflow. In this work, we propose a
smartphone-based RDT capture app, RDTScan, that facilitates the
collection of high-quality RDT images to support CHWs in the field.
RDTScan does not require an external adapter to control the image
capture environment, but instead provides real-time guidance us-
ing image processing to obtain the best image possible. During our
evaluation study, we found that RDTScan had 98.1% sensitivity and
99.7% specificity against visual inspection of the RDTs. RDTScan
helped CHWs capture high-quality RDT images within 18 seconds
while enabling a better RDT workflow.

CCS CONCEPTS
•Human-centered computing→ Smartphones; •Applied com-
puting→ Consumer health; • Computing methodologies→
Image processing.
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Figure 1: RDTScanhelps community healthworkers capture
high-quality images ofmalaria rapid diagnostic tests (RDTs)
collected in real-world environments without the need for
extra hardware.
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1 INTRODUCTION
Rapid diagnostic tests (RDTs) offer a convenient way to diagnose
various infectious diseases in point-of-care settings [22]. By simply
drawing a small amount of blood or swabbing the nose or mouth, a
healthcare provider can apply a biological sample to an immunoas-
say test and see a test result in the form of a colored test line. In
this work, we focus our attention on malaria, which is responsible
for 24% of all deaths among Malian children under the age of 5 [26].
RDTs provide a low-cost (∼$1 USD) alternative to microscopy for
the diagnosis of malaria, playing a crucial role in expedited treat-
ment and global health efforts. In Western Uganda, for instance,
one study found that RDTs more than tripled the detection rate of
malaria while reducing patients’ average clinical visit duration and
their odds of being referred to another clinic [3].

https://doi.org/10.1145/3392561.3394630
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The procedure for completing an RDT typically requires many
steps: checking the test’s expiration date, drawing blood, putting
the correct amount of blood and buffer solution into the correct
wells, waiting for the prescribed time for the strip to activate, ex-
amining the test area for a control line that indicates the test was
done properly, and then finally reading the test line itself. Each
of these steps is simple to complete, allowing community health
workers (CHWs) who may not have the same medical expertise as a
physician to still provide vital health services in the field; however,
these steps are not always trivial to complete properly. Facing time
pressure and triaging clinical priorities, CHWs may add the wrong
amount of blood to the RDT or not wait the correct duration to read
the lines [25]. Inexperienced CHWs may also misinterpret the lines
in the result window, either missing faint lines or imagining lines
that do not exist [12, 14, 23]. For these reasons, CHW supervisors
will often ask CHWs to bring the completed RDTs back to the clinic
to ensure the correct decision was reached. Due to operational
constraints limiting CHWs’ ability to travel frequently to the clinic,
days or weeks can elapse until an RDT is actually reviewed.

Smartphones are already making a significant impact in the
way that healthcare is distributed in low- and middle-income set-
tings [15], and researchers have sought to use smartphone cameras
to interpret RDT results on the behalf of healthcare providers [5, 6,
17, 19]. However, these efforts have typically required additional
hardware to control the position of the RDT relative to the cam-
era and the lighting environment, limiting the scalability of their
solutions. A mobile, adaptable solution to RDT capture becomes in-
creasingly relevant, as more healthcare moves outside of controlled
laboratory and clinic settings and into the community.

We propose RDTScan, a smartphone app that aids CHWs in
their workflow without the need for additional hardware. Instead
of requiring CHWs to transport RDTs back to their supervisors
for review, RDTScan enables them to capture high-quality RDT
images that lead to comparable interpretation results relative to
examining the physical RDTs themselves. RDTScan is designed to
operate on devices with limited processing power and battery life
to accommodate the various smartphones that may be deployed in
these settings.

To evaluate RDTScan, we first compared the test results that
trained lab technicians read from images against those that were
read from the RDTs themselves. We found that the readings from
RDTScan’s images resulted in 99.7% specificity and 98.1% sensitivity.
We then deployed RDTScan for 3 months with a non-governmental
organization in Mali to evaluate the app’s usability and utility. We
showed that CHWs were generally successful and improved over
time when using RDTScan. After 20 trials, CHWs were able to
automatically capture an image 78% of the time with an average
capture time of 18 seconds, and only 7.6% of those images were
not suitable for review by a supervisor. Through semi-structured
interviews, CHWs and their supervisors noted that RDTScan was
useful for documenting RDTs in high-quality images for review.

Our research contributes:

(1) RDTScan, a smartphone app that guides CHWs through
capturing high-quality RDT images,

(2) Quantitative findings from a semi-controlled evaluation with
lab technicians on the quality of the captured images,

(3) Quantitative and qualitative findings from a three-month
deployment of RDTScan in Mali.

2 RELATEDWORK
Before describing RDTScan, we provide an overview of the litera-
ture regarding how RDTs are currently used in the field. We then
examine past proposals for improving RDT practices through the
use of technology and define where RDTScan falls within this space.

2.1 Current Malaria Diagnostic Practices
Giemsa stainmicroscopy and RDTs are the two predominantmalaria
diagnostic methods that are used in the field. Giemsa stain mi-
croscopy [28] entails examining a thin film of blood under a micro-
scope to look for parasites. Microscopy is a desirable method for
malaria diagnosis because it allows healthcare providers to quantify
and differentiate malaria parasites, but it requires a well-trained
microscopist [27]. RDTs do not require such expertise. As long
as the healthcare provider is able to draw blood, place liquids in
different cassette locations, and read colored lines against a white
background, they are hypothetically able to use an RDT.

Azikiwe et al. [1] compared RDTs against Giemsa stain mi-
croscopy and found that RDTs had comparable specificity and
higher sensitivity than microscopy; however, it should be noted
their tests were conducted by experts in malaria diagnostics. Har-
vey et al. [10] investigated the ability of non-expert CHWs to both
comply with the RDT procedure and interpret the results of the
RDTs. Harvey et al. found that only 57% of their participants were
able to perform the procedure correctly and 54% were able to in-
terpret the test results correctly, with the most common mistakes
being failures to read faint positive lines or identify invalid results.
Those numbers were boosted to 92% and 93%, respectively, when
the CHWs were enrolled in a multi-day training program. Such
training programs are not widespread in practice since they can
take CHWs away from other responsibilities. Thus, our work seeks
to improve current malaria diagnostic practices by providing CHWs
with real-time guidance while photographing RDTs.

2.2 Automated RDT Capture and
Interpretation

Image processing has been proposed as away of either ensuring that
a high-quality RDT photograph is captured or replacing subjective
visual interpretation with objective calculations. Image processing
approaches often struggle in real-world scenarios when the imaging
environment is unconstrained [2]. Unknown positioning between
the camera and the object, uncontrolled ambient lighting, and occlu-
sion are just some of the issues that arise when people are asked to
take pictures of objects outside of laboratory settings. Researchers
have overcome these issues in the past using physical adapters (Fig-
ure 2). The Deki Reader1 is a battery-operated device that provides
an enclosed chamber where a healthcare provider can place an RDT
to block out ambient lighting; meanwhile, a smartphone-like reader
rests over the chamber to provide lighting and fix the position be-
tween the RDT and the camera. Herrera et al. [11] found that the

1http://fio.com/
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Figure 2: Two systems that facilitate RDT capture and in-
terpretation through additional hardware: (left) Mudanyali
et al. [17] and (right) Dell et al. [5, 6].

Deki Reader had 99% concordance with expert visual interpreta-
tion. Mudanyali et al. [17] developed a more compact smartphone
attachment similar to the Deki Reader. Their attachment includes 3
LED arrays that provide uniform illumination on the RDT, and a
convex lens enhances the resolution of the images. Ozkan et al. [19]
and Dell et al. [5, 6] both explored attachments that fix the position
of the RDT relative to a camera but allow for ambient illumination.

There have also been many image processing approaches to
RDT capture that do not require a physical adapter. Feng et al.
[7] demonstrated that an augmented reality headset (e.g., Google
Glass) can be used to track, segment, and analyze an RDT cassette
that had been modified with QR fiducials for 3D tracking. Scherr
et al. [24] explored the notion of using a smartphone to capture an
RDT in an unconstrained manner, but their work focuses strictly on
interpretation. In their study, Scherr et al. took photographs of RDTs
in laboratory lighting conditions and then manually cropped those
photographs before having them analyzed by custom software on a
desktop. Perhaps the work most similar to our own is a commercial
product called the Novarum DX Mobile Reader2. Novarum’s app
provides real-time guidance to help people capture and interpret
RDTs that are specially designed for their app; unfortunately, there
have not been any publications on the usability of their app.

Despite the numerous efforts in the space of automatic RDT
capture and interpretation, our work simultaneously addresses mul-
tiple gaps that previous efforts have individually left unaddressed.
RDTScan is designed to work in most environments without the
need for additional hardware or RDT modifications. RDTScan pro-
vides real-time guidance to ensure that high-quality photographs
are taken while being mindful of computational overhead for low-
end smartphones. Furthermore, we evaluate the efficacy of RDTScan
in the field through quantitative analysis and qualitative feedback.

3 MOTIVATION FOR AN RDT CAPTURE APP
Smartphone adoption has been growing at a rapid pace in sub-
Saharan Africa. The Global System for Mobile Communications
(GSMA) reports that as of 2018, 74% of the population (774 million)
has a SIM connection and 44% of the population (456 million) has
a unique mobile subscription [9]. Smartphone adoption has been

2https://www.novarumdx.com/

Figure 3: When people are asked to take a photograph of an
RDTon their ownwithout feedback, they do not always take
a photo that can be reviewed by a supervisor.

driven by the availability of affordable low- to middle-end smart-
phone options, particularly with the Android operating system.
For example, Transsion’s Tecno POP2 phone costs around $100
USD, but only has 1 GB of RAM; in comparison, Google’s Pixel 4
smartphone is $700 USD and has 6 GB of RAM.

As smartphones become increasingly popular in sub-Saharan
Africa, community health programs are starting to incorporate them
into their workflows. For example, tools like Open Data Kit [4],
CommCare [16], Community Health Toolkit3, and OpenSRP4 facil-
itate schedule management and data collection for patient records.
The trend is no different for RDT workflows since smartphones can
be used to check expiration dates and submit test results. Neverthe-
less, some clinics still require their CHWs to return the completed
RDTs so that a supervisor can check their work. It is natural to
question whether a photograph taken with the smartphone’s native
camera app would be a suitable substitute for the physical RDT.
We asked CHWs to do this as part of our informal formative work.
Even with some training, we found that many images were not
suitable for review (Figure 3). Images were often out-of-focus, not
at a proper distance from the RDT, or in poor lighting conditions,
making it so that the important visual markers on the RDT were not
clearly visible. The native camera app does not provide real-time
feedback, so CHWs were not always sure that their image would be
clear enough for their supervisor unless the image gets sent to their
supervisor; however, that is not always feasible given battery and
connectivity constraints. Introducing a physical stand to control
the photography process is one way to approach this problem [5, 6]
but introduces additional burden to existing practices. CHWs travel
from home to home, carrying various equipment to deliver point-
of-care services. Their often rugged and remote work environment
brings with it a higher risk that additional hardware may break,
necessitating repair or replacement. A solution for image capture
without a stand would (1) remove the cost and complication of
stand replacement, repair, and delivery, (2) reduce the number of
items that a CHW needs to carry with them to provide care during
home visits, and (3) save the time otherwise required to set up a
stand at each household, which could then be devoted to other
patient needs.

With this ecosystem in mind, our goal is to support CHWs in
capturing high-quality RDT photographs without the need for ad-
ditional hardware. As we designed our app, special attention was
paid to three factors: (1) computations that could be efficiently
3https://communityhealthtoolkit.org/
4http://smartregister.org/
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run on low- to middle-end smartphones, (2) real-time guidance for
untrained CHWs, and (3) accurate representations of the RDTs.

4 RDTSCAN DESIGN
In this section, we describe how RDTScan assesses image quality
in real-time for RDT capture. RDTScan is designed for Android
smartphones since they are predominant in sub-Saharan Africa [9],
but RDTScan could be easily ported to another operating system.

4.1 Hardware Configuration
Modern smartphone cameras have reliable auto-focus, auto-exposure,
and auto-white-balance functions that automatically adjust the
camera’s properties with respect to whatever objects are in their
field-of-view. Since Android 5.0, Google has supported the Camera2
API for explicit camera hardware control; RDTScan takes advantage
of these functions to improve image quality. By default, these auto-
matic hardware functions adjust camera parameters with respect to
the whole frame. Because RDTs are narrow, relying on this default
can cause the camera to optimize parameters for the background
rather than the RDT itself. To yield a high-quality RDT image,
RDTScan is configured so that the camera’s automatic hardware
functions only consider the center of the camera’s field-of-view
where the RDT should be located.

Since incident lighting is critical to image quality [18], RDTScan
keeps the flash on continuously to provide consistent lighting un-
derneath the smartphone. Doing so also provides more consistency
with the camera’s automatic hardware functions, particularly auto-
exposure and auto-white-balance.

4.2 Image Quality Assurance
As the camera continuously captures new frames, RDTScan checks
the RDT’s brightness, sharpness, position, and size in real-time. We
use different image processing techniques to check each of these
aspects to either accept a high-quality image or provide feedback to
the user on how to improve the image quality. Many of these checks
depend on the RDT’s design, so RDTScan requires an ideal, tightly
cropped image of the RDT ahead of time; we call this image the
RDT template. Below, we explain each of the image quality checks
and how they are computed in real-time. Any thresholds listed in
this section were empirically chosen through iterative testing.

4.2.1 Brightness. An under-exposed image makes it difficult to
distinguish the RDT’s test lines from the strip itself, while an over-
exposed image can wash out faint test lines. Therefore, there should
be a balance in how bright the RDT appears in the frame to ensure
that the RDT can be properly reviewed after capture. Most RDTs
are printed on white cassettes and strips, which means that little
information about the RDT’s brightness is lost when it is converted
to grayscale. Grayscale conversion is useful because analyzing a
single color channel saves computation for each incoming frame. To
summarize the overall brightness of the image, RDTScan converts
the image to the HLS (hue-lightness-saturation) color space and
finds the maximum value of the L channel. If the highest value in
the histogram is 255 (the maximum possible value), the image is
likely clipped and is thus over-exposed. If the brightest value is
under 125 (roughly half the maximum possible value), the image is
likely too dark and is thus under-exposed.

4.2.2 Sharpness. Poor image sharpness, also known as blurriness,
can happen if the camera is poorly focused or if the user is mov-
ing the camera while capturing an RDT. Blurry images have few
intense edges, while sharp images have a variety of intense and
non-intense edges. RDTScan uses the Laplacian operator [20] to
calculate edge intensity and then examines the variance of edge
intensity as a proxy for sharpness. The ideal amount of variance
depends on the RDT’s design, so the app computes the Laplacian
variance of the RDT template to serve as a baseline. During capture,
RDTScan computes the Laplacian variance for incoming camera
frames specifically in the middle of the camera frame. If needed, the
camera frame is scaled to the same resolution as the RDT template
to ensure that the images are comparable. The camera frame passes
the sharpness check if its Laplacian variance is no more than 30%
lower than the reference image’s variance.

4.2.3 Position, Size, and Orientation. Ensuring that RDTs are in the
same position, size, and orientation across images not only guaran-
tees that the RDT’s result window will be at a reasonable viewing
angle, but also facilitates quick review by supervisors. As super-
visors move from image to image, they can become accustomed
to where they should look for test lines and avoid wasting time
searching for them. Controlling the RDT’s size within the camera
frame is also important for keeping the RDT outside of the camera’s
minimum focal distance.

Computing the RDT’s position, size, and orientation requires
identifying the bounding box corners of the RDT in the camera
frame. RDTScan locates the RDT using feature matching between
the RDT template and the camera frame. Template matching is
more scalable than model-based recognition since the prior only
requires a single clean image for recognition, whereas the latter
requires a training dataset. Template matching using features is
preferred over other criteria (e.g., cross-correlation [8]) since it
is scale- and rotation-invariant, which is important for providing
users with feedback. RDTScan uses the SIFT feature detector [13]
to extract unique keypoints from a reference image and a camera
frame. Unfortunately, running SIFT on a low-end mobile device is
slow and expensive. The app mitigates this issue by downsampling
the camera frame to 50% of its original size to reduce computation
time. Using a brute-forcematcher, the app attempts to identify a one-
to-one correspondence across keypoints between the two images;
the app ignores matches if the second-best candidate keypoint
would produce a similar match score. A least-squares procedure
is then used to calculate a 3×3 homography matrix that maps (x ,
y) coordinates in the RDT template to (x ′, y′) coordinates in the
camera frame. The homography matrix is used to map the corners
of the RDT template to the boundary of the detected RDT. RDTScan
converts the detected boundary to a rectangle if it is skewed by
taking the average of opposite sides and placing them around the
center of the boundary. RDTScan checks the position, size, and
orientation of the rotated rectangle as follows:

• Position: The app measures the distance between the center
of the rotated rectangle and the center of the camera frame.
The frame passes this check if the distance is within 10% of
the image height.
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Figure 4: A screenshot of RDTScan in Bambara, a lingua
franca in Mali.

• Orientation: The app measures the angle between the ro-
tated rectangle’s longer axis and the vertical axis of the cam-
era frame. The frame passes this check if the angle is between
-10°–10°.

• Size: The app first computes the ideal size of the RDT in the
camera, which we set to be the RDT template’s area after
scaling it to 60% of the camera frame’s height. We selected
60% of the camera frame’s height because it maximizes the
size of the RDT in the camera frame while keeping the RDT
outside of most cameras’ minimal focal length. The app then
measures the area of the rotated rectangle and compares it to
the ideal size. The frame passes this check if the rectangle’s
area is within 50–70% of the image height.

4.3 User Interface
RDTScan is meant to be used without supervision, so real-time
automatic guidance helps users adjust the camera as needed. The
feedback is shown through our user interface (Figure 4).

4.3.1 Viewfinder. The viewfinder at the center of the interface
provides a visual target where the RDT should land within the
camera frame. As such, the viewfinder implicitly communicates
the position, orientation, and size expectations of the image quality
checks. The viewfinder has the same aspect ratio as the RDT itself,
with a height that is 60% of the screen’s height.

4.3.2 Real-Time Guidance. Below the viewfinder, RDTScan shows
which quality checks are being failed so the user can identify con-
current issues. Real-time guidance is provided above the viewfinder
to help the user remedy those issues. When the detected RDT is
not in the center of the viewfinder, the app instructs the user to
move the camera in one of four directions (up, down, left, right) to
correct the issue. When the detected RDT is too small relative to
the viewfinder, the feedback guides the user to move the camera
closer to RDT; the opposite is done when the detected RDT is too

(a) (b) (c)

Figure 5: Examples of the SD Bioline Malaria Ag P.f cas-
settes that were used in our studies. (a) An example of a
faint, but positive test result; (b) The image after contrast en-
hancement to emphasize the faint pf test line. (c) Our peak-
finding algorithm identifies subtle but present lines in the
result window.

large. Only one instruction is shown at a time to avoid information
overload.

Providing real-time guidance for RDT capture is not trivial be-
cause both the user and the smartphone hardware are simultane-
ously trying to optimize image quality. If the user moves the camera
while the hardware is trying to auto-focus, the user will disrupt the
auto-focus and delay capture. Fortunately, Android provides infor-
mation about the current state of the camera hardware. The video
frame is likely to be blurry when the camera is either unfocused
or in the middle of being focused. Therefore, RDTScan skips the
image quality checks in those two states to preserve battery life
and resume them once when the camera is focused.

4.4 Result Window Enhancement
Once all of the quality checks are passed, RDTScan processes the
image to emphasize the details that might have been lost during
capture. To do this, the app first locates the result window relative
to the rest of the cassette’s bounding box using its known geometry
and the homography matrix calculated earlier. The app then crops
and enlarges the window to make it easier for the user to see its
contents. The app removes an additional 10 px border around all
sides (for a 120×30 px result window) to avoid the inclusion of
shadows that may appear due to the depth of the result window.
To increase the contrast of faint lines, the app applies histogram
equalization of the image’s L channel in the HLS color space. The
histogram generally skews towards the strip’s bright white back-
ground; thus, global brightness equalization would darken many
of those white pixels, making faint lines less distinctive. Instead,
RDTScan uses contrast-limited adaptive histogram equalization
(CLAHE) [21] to equalize the brightness histogram within small
tiles (5×5 px). Figure 5a and 5 show a case where CLAHE reveals a
line that is not clearly visible in the original image.
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Devices
POP2 W3 WX3

Proc. time - Setup 5.12 s 4.46 s 4.37 s
Proc. time - Exposure 15 ms 18 ms 17 ms
Proc. time - Blur 28 ms 36 ms 27 ms
Proc. time - Matching 300 ms 460 ms 310 ms
Memory Footprint 113.8 MB 104.9 MB 107.4 MB

Battery Drain Rate
846.9 mA 1033.7 mA 990.8 mA
21.17%/hr 41.35%/hr 39.63%/hr

Table 1: A summary of system performance for three differ-
ent low- to middle-end Android smartphones.

4.5 Result Interpretation
When an image is captured, the lines can be read to make a decision
about the test results. The presence of a control line indicates that
the test was conducted properly, and the presence of a test line
indicates that the patient has malaria. The cassette can be read in
two different ways: (1) supervisors or CHWs can manually interpret
the results or (2) the results can be automatically interpreted with
a computer vision-based algorithm. For automatic interpretation,
RDTScan calculates the average lightness value in the HLS color
space for each line parallel to the direction of the control line within
the result window (i.e., rows in Figure 5c).When the lightness values
are plotted against their corresponding positions, lines appear as
troughs. To avoid false positives, the app requires that troughs be
at least 3 px wide and 65 units deep (L ∈ [0,255]). The expected
position and color of the lines are also used to verify that detected
lines are actually part of the RDT.

5 SYSTEM EVALUATION
Before deploying RDTScan to CHWs and their supervisors, we first
evaluated its performance in terms of processing time, memory
footprint, and power consumption.

Processing time: For this analysis, we break down the RDTScan
algorithm into two steps: hardware configuration (i.e., starting the
camera and setting its parameters) and software (i.e., real-time
quality checks, template matching). We measure the processing
time for each step on the three devices that were used in our studies:
the Tecno WX3, the Tecno W3, and the Tecno POP2. To control
other factors that can affect processing time, WiFi and Bluetooth
were turned off and all other apps were closed. We ran RDTScan
ten times on each device with an RDT cassette in the camera frame
to ensure that each quality check would be ran. Table 1 summarizes
the processing time for camera setup and each of the following
software procedures: exposure checking, blurriness checking, and
feature matching. We found that configuring the camera hardware
takes 5 seconds, which is important to consider when analyzing
capture time from the user’s perspective later in the paper. For the
computer vision computations, feature matching took 10 times as
long as the exposure and blurriness checks. In aggregate, those
operations took 340–520 ms depending on the smartphone, which
translates to 2–3 frames per second.

Memory usage:We also evaluated RDTScan’s memory usage
with Android Studio’s Memory Profiler tool. Similarly to our mea-
surements of processing time, we ran the app ten times with all

three smartphones. On average, the app used around 110 MB. This
memory usage only happens during the capture process, which we
limit to 30 seconds to avoid deadlocks in CHWs’ workflows. Given
that the smartphones we tested have 1 GB RAM and the operating
system uses around 500 MB, the app’s memory footprint does not
put too much overhead on the device.

Battery drain: Because CHWs are out in the field when they
administer RDTs, it is important to consider the power consump-
tion that the app incurs. To measure this, we ran the app on each
smartphone for an hour, forcing them to run the computer vision
operations with the flash on the entire time. All other apps and
features (e.g., Bluetooth, Wi-Fi, GPS) were turned off during this
test, and the screen brightness was fixed to 50% to emulate screen
conditions in a standard lighting environment. We analyzed the
resulting battery drain rate using Android’s Battery Historian.

As shown in Table 1, the Tecno POP2 lost 21% of its charge in
one hour, while the Tecno W3 and WX3 lost 41% and 40% of their
charge, respectively. This statistic is a bit misleading because Tecno
POP2 is a newer smartphone model and thus has more battery
capacity than the other smartphones (4,000 mAh vs. 2,500 mAh).
The Tecno POP also consumed less current than the others, which
can be attributed to improved power management in later builds
of Android. Regardless, this evaluation shows that low-end smart-
phones with 4000 mAh battery capacity can run the app for around
6 hours continuously, which is far longer than what CHWs need
for a single day.

6 STUDY 1: TECHNOLOGY EVALUATION
To evaluate RDTScan, we partnered with a non-profit organiza-
tion in Mali called Muso. Among their other services, Muso em-
ploys CHWs who regularly perform malaria testing using RDTs for
doorstep care to community members. Before putting RDTScan in
the hands of CHWs in the field, we set out to determine whether
photographs taken using our app would serve as suitable proxies
for physical RDTs. To this end, we carried out a non-inferiority trial
with lab technicians to confirm that readings from our app would
not be unacceptably worse than direct readings by experts from
physical RDTs.

6.1 Participants
Two lab technicians with expertise in malaria diagnosis were re-
cruited from the Malaria Research Training Center (MRTC) in Ba-
mako. The first technician was a 47-year-old male with 15 years
of experience reading RDTs, while the second technician was a
37-year-old male with 10 years of experience.

6.2 Procedure and Apparatus
Before patient recruitment began, the two technicians indepen-
dently practiced reading malaria RDT cassettes. The technician
were guided by a third and more experienced technician to ensure
systematic errors in readings were not being made. After the in-
dependent training, the technicians came together and discussed
any discrepancies between their reading technique to ensure their
readings were consistent.

New RDTswere activated by clinicians in Yirimadio, a peri-urban
area on the outskirts of Bamako. Patients who presented symptoms
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Direct Reads
Original

Image Reads
Pos (+) Neg (-) Total

Pos (+) 100 1 101
Neg (-) 7 667 674
Total 107 668 775

Direct Reads
Enhanced

Image Reads
Pos (+) Neg (-) Total

Pos (+) 105 2 107
Neg (-) 2 666 668
Total 107 668 775

Direct Reads
Automatic

Interpretation
Pos (+) Neg (-) Total

Pos (+) 103 6 109
Neg (-) 4 662 666
Total 107 668 775

Table 2: Confusion matrices showing how the interpretation results from (left) original image readings, (middle) enhanced
image readings, and (right) automatic analysis by an algorithm compare against direct readings of the physical RDT cassettes.

of malaria or any signs of severe illness that would normally be
tested for malaria had their blood drawn and applied to RDTs. After
the 20-minute wait-time required for RDT activation, one of the
technicians recorded their direct reads of the RDT cassette in a
spreadsheet. Within 15-30 minutes, a research staff member took
a picture of the RDT using the RDT capture app installed on one
of two Tecno WX3 smartphones. The WX3 has a 5-inch screen,
854×480 pixel display, and 5 MP camera. The smartphones were
used in such a way that each lab technician had a smartphone
that stored images of the RDTs they interpreted. The research staff
ensured that there were no external cues present in the image that
could make the RDT uniquely identifiable or reveal its test result
to the technicians. Image capture was conducted in a room with
similar lighting conditions as the rooms where the lab technicians
were reading the physical RDT cassettes.

Each lab technician interpreted the images to produce an orig-
inal image read for each RDT. The images were shuffled to avoid
ordering effects and ensure that the sequence did not make spe-
cific images recognizable. Two months later, when the enhance-
ment algorithm was developed, the images were post-processed,
re-shuffled, and then read again by the same people to produce
corresponding enhanced image reads.

6.3 Analysis
6.3.1 Interpretation by Experts. We assessed RDTScan’s perfor-
mance by measuring the concurrence between direct reads of the
RDT cassettes and the various interpretation mechanisms enabled
by RDTScan: original image reads, enhanced image reads, and au-
tomatic interpretation. We calculated concurrence using sensitivity
(true positive rate) and specificity (true negative rate) along with
their 95% confidence intervals (CIs). Direct reads were treated as
the ground truth since that is the current best practice for many
organizations in low- and middle-income settings. RDTs were ex-
cluded from our analysis if the test results were inconclusive (e.g.,
no control line, excessive smudging).

A total of 795 images were captured at the clinic, of which 107
were positive, 668 were negative, and 20 were indeterminate ac-
cording to direct reading; therefore, our analysis was conducted
on 775 images. The underlying prevalence of malaria in our study
population was 13.8%.

The left side of Table 2 compares original image reads and direct
RDT reads. Interpreting the unmodified images taken by RDTScan
resulted in a sensitivity of 93.5% (CI: [87.0%, 97.33%]) and a speci-
ficity of 99.9% (CI: [99.2%, 100%]). The higher specificity over sensi-
tivity can be attributed to the fact that some of the positive RDTs
had faint lines that were even more difficult to read when they were

digitized. The middle of Table 2 shows the concurrence between
the enhanced image reads and the direct reads. This led to a sen-
sitivity of 98.1% (CI: [93.4%, 99.8%]) and a specificity of 99.7% (CI:
[98.9%, 100%]). The sensitivity improved by roughly 5% because
contrast enhancement made faint lines more obvious and thus re-
duced false negatives. The false positives resulted from image noise
that formed at the test line location after contrast enhancement.
The false negatives were due to lines that were faint even after
contrast enhancement.

6.3.2 Interpretation by an Algorithm. The right side of Table 2 com-
pares the performance of automatic interpretation against direct
reads. Our algorithm was comparable to expert reads, achieving
96.3% (CI: [90.7% to 99.0%]) sensitivity and 99.1% (CI: [98.1% to
99.7%]) specificity. Compared to the enhanced image reads, there
were two more false negatives and four more false positives, which
could be attributed to two factors: (1) noise generated after the con-
trast enhancement and (2) blood within the result window. Blood
can create false positives or false negatives depending on how it
stains the RDT strip. If the stain is throughout the strip, any lines on
the strip are rendered indistinguishable from the background; if the
stain is localized near the test line, the blood can mimic a positive
strip result. Both cases occurred in our dataset, generating a few
more false negatives and positives than enhanced image reads.

7 STUDY 2: DEPLOYMENT STUDYWITH
CHWS

Having demonstrated strong concurrence between direct reads of
RDT cassettes and images from RDTScan, we deployed our app to
CHWs in the field. The purpose of this deployment was to assess
RDTScan’s usability and efficacy in real-world environments and
to collect feedback for future app iterations.

7.1 Participants
We recruited supervisors and CHWs from two program sites in
Yirimadio and Tori. Two supervisors and six of their subordinate
CHWs were randomly selected from each clinic. The 12 CHWs who
participated in our study (1 male, 11 females) were between 23–53
years old and had varying levels of experience reading RDTs (2
months–6 years). These CHWs and their supervisors use smart-
phone apps built using the Community Health Toolkit5 in their
routine activities, so they were deemed to have a relatively high
degree of readiness to adopt new smartphone apps for their work.

5https://communityhealthtoolkit.org

https://communityhealthtoolkit.org
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7.2 Procedure and Apparatus
The deployment study was run for ten weeks between May–August
2019. Before the study started, a half-day training session was held
to introduce CHWs to our RDT capture app. The session covered in-
structions on how to use the app, tips for optimal capture, and study
logistics. We had an additional training session for the supervisors
on how to best support the CHWs and report app issues to the
research team. Each CHW was handed a smartphone pre-installed
with RDTScan. Six Tecno POP2 (5.45-inch screen, 960×480 px dis-
play, 5 MP camera) and ten Tecno W3 (5-inch screen, 854×480 px
display, 5 MP camera) smartphones were used in the study. CHWs
were asked to capture every RDT they conducted in the field for the
entire study duration. CHWs ran a different number of RDTs and
thus produced different numbers of captured images. The images
were automatically saved in the smartphone with metadata on the
CHW’s identity, their smartphone model, a timestamp, and the
time taken for RDT capture. To ensure that RDTScan did not signif-
icantly disrupt the CHWs’ workflow, we implemented a 30-second
timeout within the app. CHWs who were able to get a successful
automatic capture in that time were taken to a screen that showed
the enhanced result window alongside the original image. If an
RDT was not successfully recognized before the timeout, an image
of whatever was currently in the camera’s view was captured. After
many discussions with the clinics, we decided to not reveal the
automatic interpretation results to the CHWs since doing so could
have significantly altered diagnostic outcomes while the app was
still under development.

7.3 Analysis
For the deployment study, we focused on analyzing the usability of
RDTScan both quantitatively and qualitatively. The main quantita-
tive measures were capture time and automatic capture rate. Two
researchers reviewed the captured images to assess whether the
images had sufficient quality for supervisors to review the RDTs’
test results. We also conducted semi-structured interviews to get
qualitative feedback from CHWs on RDTScan’s usability.

We collected 533 images over the course of the study, with each
user capturing 44 images on average (min: 3, max: 79). A subset of
images were excluded from our analyses either because the CHWs
did not follow our instructions for how to administer the RDT or
the RDTs were not correctly captured by RDTScan. That subset
includes 145 images where CHWs wrote on the cassettes, 11 images
with RDTs that were upside down, 13 images with a smudged or
covered camera, and 3 images with contaminated RDTs. We note
that RDTScan is robust to writing on the cassette as long as it
does not overlap with the RDT’s most prominent visual keypoints,
but RDTs with writing were excluded unilaterally for consistency.
Therefore, we analyzed 361 images were analyzed in total.

7.3.1 Overall Capture Performance. To assess RDTScan’s ease of
use, we calculated the average capture time and proportion of im-
ages captured before the 30-second timeout. Table 3 shows the
overall capture performance in the deployment study. On average,
CHWs took around 20 seconds to capture an RDT image. Auto-
matic capture was triggered 67% of the time before the timeout,
and the average capture time was 14.4 seconds in those cases. Our
system performance evaluation revealed that the smartphones took

Capture Time Automatic
Capture Ratew/ Timeout w/o Timeout

All Trials 20.3 s 14.3 s 67%
Trial 1-10 21.8 s 13.7 s 58%
Trial 11-20 19.8 s 14.9 s 72%
Trial 21-30 18.3 s 14.9 s 78%

Table 3: The average capture time and automatic capture
rate across all CHWs during the deployment.

5 seconds on average to configure the camera’s hardware, thus
accounting for one-quarter of the average capture time. In other
words, CHWs only spent 15 seconds interacting with the app once
the camera was ready. Within that time, CHWs usually spent 3–5
seconds positioning the camera relative to the RDT, and the remain-
ing 10 seconds was spent waiting for a frame that would pass all of
the quality checks.

7.3.2 Image Quality. All captured images were assessed by two
researchers along three criteria: size, position, and brightness. Any
disagreements were resolved after by the researchers coming to-
gether and discussing the relevant images. In the end, we found that
all 354 captured images clearly showed the result window, which is
the most critical piece of information during review. However, there
were 27 images that did not clearly show the entire RDT; 4 images
were over-exposed, 13 images were taken too close, 10 images were
taken too far, and 3 images were off-center. Although CHWs ex-
ceeded the timeout 33% of the time, the images that were captured
at the end of that period typically passed our image quality criteria.
We suspect that although the template-matching algorithm may
have failed to identify the RDT, the viewfinder interface and real-
time guidance helped CHWs position the RDT properly relative to
the camera.

7.3.3 Capture Performance Improvement. The deployment study
lasted for over 3 months. Since the CHWs were new RDTScan
users, we were interested in investigating how quickly they were
able to learn how to use the app. We first compared the automatic
capture rate and average capture time during their 1st–10th, 11th–
21st, and 21st–30th trials. As the bottom two rows in Table 3 show,
the automatic capture rate improved from 58% in the first 10 trials
to 72% to 78% in second and third set of 10 trials, respectively. We
found that the average capture time for automatic capture stayed
the same, suggesting that the CHWs were able to capture RDTs
fairly consistently.

We further analyzed how capture success rate changed over
time. Figure 6 shows this trend across all CHWs. The graph shows a
steady improvement in automatic capture rate as the CHWs gained
more experience with RDTScan. After 25 captures, CHWs were suc-
cessful more than 80% of the time; after 30 trials, that number rose
further to 93%. We further analyzed whether there were differences
between different CHWs. For each CHW, we compared their auto-
matic capture rate between their first 10 trials and trials 20–30. One
CHW was excluded from this analysis because they only used the
app three times. Figure 7 summarizes the capture rate for the eight
remaining CHWs. Five of the CHWs improved over time, with two
people reaching 100% by their 20th trial. Unfortunately, CHWs who
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Figure 6: The change in automatic capture success rate over
time. The error bars show standard error.

started with poor capture rates were more likely to not improve.
In our study, supervisors did not provide additional training or
support apart from issues like app crashes; in practice, supervisors
could provide struggling CHWs with additional guidance to avoid
repeated issues.

7.3.4 Qualitative Feedback. We conducted semi-structured inter-
views with both the CHWs and their supervisors. For the CHWs, the
questions were mainly around the usability and utility of RDTScan,
along with any difficulties they experienced during the study. For
the supervisors, the questions involved the utility of the app in
their RDT workflow. The findings are summarized below.

Improved workflow: The overarching objective of RDTScan
is to improve the RDT workflow of CHWs in the field. All of the
CHWs agreed that RDTScan made their jobs easier since it voided
the need for them to physically return RDT cassettes to clinics
for review. Two CHWs pointed out that RDTScan enabled instant
feedback from their supervisors when images could be uploaded,
which helped them make a prompt decision on whether to treat
the patient or readminister the RDT.

Although the CHW supervisors were not direct RDTScan users,
the app still brought value to their workflow. One supervisor men-
tioned that the app eliminated the work he had to do to collect,
store, and dispose of all the RDTs returned by his CHWs. The app
also reduced the uncertainty that was caused when supervisors re-
ceived RDTs that may have deteriorated over time. With RDTScan,
the images effectively freeze the state of the RDT in time to make
it as if the supervisor is with the CHW when they conduct their
review. When images can be uploaded immediately after an RDT is
administered, supervisors said they could provide quick feedback
that would help CHWs decide whether to prescribe an anti-malarial,
readminister the RDT, or clear the patient.

Accurately representing RDTs: Aligning with the findings of
our first study, all of the CHWs agreed that the captured images
were accurate representations of the RDT cassettes. The supervisors
also believed therewas no substantial difference between the images
and the actual RDTs, with one person saying, “[I] have confidence in
the RDT image tool as the images are clear and the result readable.”

Difficulties: We asked about any difficulties or issues using
RDTScan. Most of the CHWs had little experience taking photos
with a smartphone, even for their personal use, so the experience of
using RDTScanwas completely new to them. One CHWpointed out
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Figure 7: The change in automatic capture success rate over
time separated by CHWs. Most of the CHWs were more suc-
cessful using RDTScan over time, with some exceptions be-
ing the CHWs who had the least success early on.

that it was difficult for her to follow the instructions while trying
to get all the quality checks passed when she first used the app, but
she had more success as she became more experienced with the
app. This remark aligns with the previous quantitative analysis that
shows improved automatic capture rates over time. Other CHWs
commented that the battery drained quickly over the course of their
workday. We believe that the novelty of camera-based smartphones
played a small role in this, leading CHWs to underestimate the
amount of battery life required to use the smartphone’s camera
and flash multiple times a day. Nevertheless, battery usage is still a
major concern that cannot be ignored when designing for CHW
workflows. Most of the images after the 30 second timeout were
high-quality, thanks in part to the app’s instructions and interface,
so we hypothesize that a shorter timeout could avoid long capture
times without sacrificing image quality.

8 DISCUSSION
The goal of our work was to simplify CHWs’ RDT workflows by
taking advantage of smartphones’ hardware and portability. We
demonstrated that CHWs and their supervisors were able to use
RDTScan to capture images that accurately represent RDT results.
We also showed that CHWs were able to use RDTScan with reason-
able success in the field. Below, we describe the implications and
limitations of our work.

8.1 Implications of Automatic Interpretation
Our conversations with stakeholders in RDT workflows have re-
vealed that some people are hesitant to deploy a tool that auto-
matically interprets RDTs on the CHWs’ behalf. Although most
people believe that automatic interpretation could reduce errors
and give CHWs more confidence in their own decisions when they
agreed with the algorithm, they also worry about the consequences
of when CHWs disagree with the algorithm, regardless of whether
the latter is right or wrong. In our study, we decided to show CHWs
the enhanced RDT image to support their existing decision-making
processes rather than possibly overriding them.

Beyond evaluating the automatic interpretation algorithm in
more diverse scenarios, we foresee numerous opportunities to make
it more acceptable in different contexts. Comparing the intensity
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of the test line against the control line could generate a confidence
value that CHWs could use to rule out weak decisions or to highlight
images that warrant manual inspection by CHW supervisors. The
algorithm could consider the local prevalence of malaria to apply a
Bayesian perspective to screening. RDTScan could even enable a
new workflow where CHWs upload images to supervisors who run
the interpretation algorithm to aid their decision-making before
giving instructions to the CHWs.

8.2 Limitations of Smartphones
Smartphones are preferred over other devices like laptops and
tablets because of their portability and ability to serve multiple pur-
poses (e.g., phone calls, SMS messaging). Even so, smartphones are
not without their limitations. When one lab technician re-visited
images of positive RDTs that he had initially determined were nega-
tive, he said, “It is clear that the images are positive on the computer
screen, but on the smartphone screen it is sometimes hard to be
sure because the line is so faint”. The preference of viewing images
on a laptop instead of smartphones was echoed by other individ-
uals, primarily because the laptop’s larger screen size (15 inches
vs. 5.5 inches) allowed them to make the images much larger and
thus easier to read. Color response, brightness, and resolution can
also vary between different screens and impact how people inter-
pret RDT images. If global health organizations are interested in
deploying tools like our RDT capture app for on-site image inter-
pretation, they may want to consider the affordances of the devices
that display those images. From our experiences, we believe that
tablets may provide an optimal balance between cost, portability,
and screen size to promote accurate image interpretation.

Limited image storage is also a barrier for RDTScan deployments.
For our study, images were saved locally on smartphones and up-
loaded to cloud storage once network connectivity was satisfactory.
Low-end smartphones often have limited storage space, and the
cost of data uploading is non-trivial in low-income settings. In the
future, we believe that data compression could be used to mitigate
some of these costs.

8.3 RDT Co-Design for Image Processing
We designed RDTScan to accommodate a variety of RDT designs.
However, our feature-matching approach is not a perfect solution.
Feature-matching requires the existence of unique visual keypoints
that span the result window. Such keypoints usually exist due to
the natural presence of labels, arrows, and branding images, but
some RDT designs lack enough features for robust matching. Any
markings over visual keypoints on the RDT can also complicate
detection.

There are other RDT characteristics that are suboptimal for im-
age processing. Many cassettes have a deep window showing the
underlying test strip, which can create shadows at the edges of
the result window. Some RDT designs also have a thin film that
protects the test strip but creates a reflection under certain lighting
conditions. We plan on working with RDT manufacturers to create
an RDT that is optimized for image processing. The ideal feature
list includes a wide and flat cassette, non-reflective materials, and
explicit fiducials for recognition.

8.4 Expediting the Review Process
Although RDTScan is meant to alleviate the need for CHWs to
transport RDTs back to their supervisors in the clinics, supervisors
still wanted to review the decisions that the CHWs made. This
review process can be burdensome across an entire organization
when each supervisor has around 10–20 CHWs for whom they are
responsible. Clever grouping and sorting of the RDT photographs
could expedite this process in the future.When RDTs are grouped by
a particular characteristic, supervisors can assess a representative
subset of images within each group. For example, if a supervisor
examines a subset of images captured by a particular CHW and
concurs with all of their decisions, the supervisor may accept all
of the other decisions made by that CHW and turn their attention
to one with more disagreements. Our image processing pipeline
can also contribute to an intelligent ordering within these groups,
sorting images according to line intensity and allowing supervisors
to prioritize faint lines over intense or non-existent ones.

9 CONCLUSION
In this work, we proposed a smartphone-based RDT capture app
that generates an accurate image representation of RDTs. RDTScan
provides real-time feedback for capturing high-quality images in
a way that is designed for low- to middle-end smartphones. We
showed that the captured images were accurate in representing
the actual RDTs, achieving 98.1% sensitivity and 99.7% specificity
compared to readings from actual RDTs. We also demonstrated that
CHWs were able to use RDTScan with great success, capturing a
high-quality image within 18 seconds on average at a rate of 78%
after 20 trials. We hope that this work inspires other camera-based
health applications designed for low-resource settings in the future.
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